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NUMERICAL SIMULATION OF COMBUSTION IN FIRE PLUMES
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Combustion in buoyancy-driven fire plumes is assumed to be diffusion controlled and described by a
mixture fraction variable. Experimental data for a 10-cm methanol pool fire was compared to numerical
results obtained by assuming the plume was axially symmetric. No turbulence model was used. The influ-
ence of imposing axial symmetry independent of the approximations made in the combustion model was
tested by comparing simulated and experimental helium plumes. Simulated helium plume results agreed
well with the experimental data at sufficiently small heights where most combustion occurs. At larger
heights, predictions from the helium simulations were increasingly in error within a volume surrounding
the centerline. Prediction error in the pool fire simulations behaved largely in a similar manner, with some
error present due to inadequacies in the mixture-fraction-based combustion model. Overall, within the

limitations of an axially-symmetric calculation, the behavior of flame flickering and the time-averaged

temperature field were reasonably well predicted.

Introduction

One of the central issues in fire research is the
structure of an isolated fire plume. Numerical mod-
eling of a fire plume is difficult for two fundamental
reasons. First, in a typical laboratory experiment,
combustion occurs at the base of the plume in a
region that occupies a small fraction (1-2%) of the
overall volume containing the plume and the sur-
rounding source of entrained air. A numerical sim-
ulation of a small (10-20 cm diameter) pool fire,
therefore, requires resolution of phenomena on
length scales covering nearly three orders of mag-
nitude: the reaction zone (=1 mm) to several pool
diameters. Thus, even with a simple combustion
model, it is not possible to directly solve the appro-
priate conservation equations for three-dimensional
fire plumes using present-day computers. Second,
the location of the combustion zone at the base of
the plume varies due to the quasi-periodic formation
of large-scale, low frequency toroidal vortices [1-2].
The plume dynamics are therefore inherently time
dependent, even at the largest scales, making time-
averaging model approaches (e.g., k — ¢ turbulence
model) inappropriate. Clearly, some idealization of
the physical phenomena is required.

In the present work, the combustion in a pool fire
was idealized to be diffusion controlled, permitting
a mixture-fraction-based modeling approach. The
major physical limitations of the approach are that it
idealizes radiative heat transfer and does not account
for finite rate reaction, nonunity Lewis number, or
multistep chemistry effects. While these effects are
of varying importance, they can not all be included
due to computational cost. What was captured in the

model is the chemical heat release which is the
source of buoyancy and drives the flow. Thus, this
combustion model is an appropriate first step to
modeling fire-driven buoyant plumes. The hydro-
dynamics was simplified by assuming the plume was
axially symmetric. With these approximations, mo-
lecular values of the transport coefficients could be
used for plumes of sufficiently small scale (i.e., no
closure models were used and these were direct nu-
merical simulations in the axially-symmetric limit).
The validity of assuming axial symmetry was tested
by comparing simulated and experimental helium
plumes. The combustion model was then used in the
simulation of a 10-cm-diameter methanol pool fire
experiment. Both time-averaged and time-resolved
(in the form of video recordings) measurements
were compared to the simulations. Differences be-
tween the simulated and experimental fire plume,
not present in the helium plume, should be due
largely to simplifications in the combustion model.

The governing equations were obtained by assum-
ing the flow velocity is much smaller than the speed
of sound [3] (low Mach number). The present ap-
proach is limited to the simulation of small fires.
However, it can be readily adapted to more general
scenarios when combined with a large eddy simu-
lation approach which is based on approximating the
source of buoyancy in a fire as a collection of small-
scale thermal elements convected with the flow [4].
Indeed, a major goal of this work was to test the
validity of the combustion model before applying it
to the simulation of thermal elements. It is impor-
tant to note that such a validity test is not possible if
confounding effects from the use of a turbulence
model are present.
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Mixture-Fraction-Based Combustion Model

The combustion process is idealized as a single
global reaction that proceeds at an effectively infinite
rate whenever the reactants come into contact [5],
as given by

VFF + V002 - VCCOz + VHHzo (1)

where nitrogen is also present but chemically inac-
tive. Here F denotes a hydrocarbon fuel molecule
and v, the stoichiometric coefficient for species i. Let
Y; denote the mass fraction of species i. With the
assumption of equal species mass diffusivities, D; =
D, the conservation equations for Y and Y, can be
combined to obtain the equation for the mixture
fraction Z such that

p(§+_u_'V)Z=V'(pDVZ) @)

where

Y/ (veWr) — Yol(voWo) + Y&/(voWo)
V(vgWyg) + Yp/(voWo)

Y3 is the value of Yy, in the ambient air, and W, is
the molecular weight of species i. An infinitely fast
reaction results in YpY, = 0 with combustion taking
place along an infinitesimally thin reaction sheet (in
mixture fraction space) where Yr = Yo = O and Z
equals its stoichiometric value Z = Z;. The state
relations for Yz and Yo, easily obtained from Y,Y,
= 0 and equation 3, are piecewise linear functions
of Z. Similarly, the state relations for Y¢, Y, and Yy
are also functions of Z.

Up to this point, only equal species diffusivities
and fast chemistry have been assumed. It remains to
determine the state relation for temperature and
make further assumptions regarding thermal radia-
tion. The classical approach (pp. 73-76 of Williams
[6]) is to ignore thermal radiation, assume unit Lewis
number, and deduce a piecewise linear relationship
between the temperature and mixture fraction.
However, thermal radiation is certainly not negligi-
ble in a fire plume. Moreover, there is experimental
evidence [5] that the specific volume v = 1l/pisa
better choice for a piecewise linear relationship with
the mixture fraction. Given this assumption and the
state relations for ¥,, the temperature can be deter-
mined from the equation of state for ideal gases

Y,

= RpT >, =+
Po = Rp 2 W
Here, p, is the spatially independent thermody-
namic pressure [3], R is the universal gas constant,
and T the temperature. With the relationship be-
tween specific volume and mixture fraction known
from experimental studies [5], the complete com-
bustion problem is governed by the conservation
equations for the mixture fraction and momentum.

Z:

3

(4)
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Thermal radiation is accounted for in a global man-
ner by assuming all locations in the flame have lost
a fixed amount of chemical heat release through ra-
diation to the surroundings [5].

To proceed, the empirically obtained normalized
specific volume is fitted by the piecewise linear form

o(zte, 1)) = 244
p
_ {1 + (vy — INZ/Zy)
vy + (g — o)1 = ZU(1 — Zy)
0=<Z=7Z
%sZsf )

where v, and v, are the normalized specific volume
at the stoichiometric surface (flame surface) and
pool (fuel surface), respectively, and p.,'is the am-
bient air density. These density ratios can be related
to their corresponding temperature ratios through
the equation of state (equation 4). Note that p,, can

vary with time when the domain is not open.

Equations of Motion

Following the analysis of Rehm and Baum [3], we
assume that the flow velocity is much less than the
sound speed; the temperature and density variations
can be large, but the pressure variations are small.
The gases are assumed to be ideal, specific heats are
constant, and variable transport properties are used.
The conservation equation for momentum is

PV + Y~ - pdg =Yg (6
Here, p is the perturbation pressure from ambient,
u the velocity vector, g the acceleration of gravity,
and ¢ the standard viscosity stress tensor. Within the
context of the present combustion model, the spe-
cies equations have been replaced by the governing
equation for the mixture fraction, equation 2, and
the density and temperature can be determined
from the mixture fraction via equations 5 and 4, re-
spectively. Thus, for an open domain, the set of
equations o be solved consists of the mixture frac-
tion and momentum equations (equations 2 and 6),
as well as an equation for the perturbation pressure.
If the domain is not open, the density and temper-
ature depend on time through both the mixture frac-
tion and p,(£). This must be accounted for in a nu-
merical scheme to conserve mass.

Isothermal Helium/Air Plume

The density ratio of air and helium, p,/pu. = 7.
is similar to the maximum ratio found in fires. Com-
paring results from helium plume simulations and
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laboratory experiments, therefore, provides a test of
the numerical approach used for the hydrodynamies
in a buoyancy driven fire plume. The equation of

state is
- 1] + 1) (7)

where Yy, is the helium mass fraction and W, and
Wit are the molecular weights of air and helium. If
the domain is open, p,(t) = constant. The motion
of the gas is governed by the conservation equations
of total mass, momentum (equation 6), and helium
mass fraction. Adding the helium mass fraction
equation multiplied by (W, /Wy, — 1) to the con-
tinuity equation multiplied by Y, (W,,/Wy, — 1)
gives the equation for p,(t). Written in terms of p,
this equation is
dp,

de P (

_ %/)T( ! [VVHir
T ow,, VUM wy

air

Po(t)

Dy
p
where D, is the binary mass diffusivity; p,, satisfies
this equation integrated over the volume. In the case
of both an open or enclosed domain, equation 8 is a
constraint on the divergence of the velocity field.
With the divergence of the velocity from equation

8, the conservation equation for total mass is

Vp) = —p,Vou (8

A N B .(Piz_ )]
Y + u-Vp p[?% i +V ) Vp (9)
Thus, in general, the set of equations to solve for
a helium/air plume consists of the conservation
equations for momentum and total mass (Equations
6 and 9) as well as equations for the perturbation
and thermodynamic {Equation 8) pressures.

Numerical Model

The governing equations were nondimensional-
ized, written in two-dimensional cylindrical coordi-
nates (i.e., axial symmetry is assumed), and solved
with a finite difference technique on a staggered
grid. Molecular values of the transport coefficients
were used. Simulations of helium exiting from a pipe
and a methanol pool fire were performed. The di-
ameter of the pool (or pipe, in the helium ), D,
the characteristic buoyant velocity, Uy, = /Dg, and
ambient air values of density, temperature, and so
forth were used to nondimensionalize the equations.
All spatial derivatives were approximated with sec-
ond-order, accurate central differences with grid
cells that were uniform in size in the axial direction
and stretched in the radial direction. A second-order
Runge-Kutta scheme was used for time stepping.
The methodology is suitable for two or three spatial
dimensions and any coordinate system for which a
fast Poisson solver exists.

As was previously stated, an equation for the pres-
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sure perturbation, p, is required. Two methods were
used, both of which resulted in a Poisson equation
for p that was solved with a direct solver. The first
method involved no physical assumptions. In the he-
lium plume simulations, the pressure equation was
obtained with a projection method similar to that
employed by Davis et al. [7]. For the combustion
case, a modification of the projection method was
necessary for stability when high temperatures char-
acteristic of pool fires were present (1800 K).

The second method used to obtain the perturba-
tion pressure was based on physical assumptions re-
garding the generation of vorticity. There are three
sources of vorticity: baroclinic generation due to the
nonalignment of the pressure and density gradients,
the effect of gravitational forces, and the contribu-
tion of spatial viscosity gradients. Equation 6 is sim-
plified under the assumption that the contribution
of the baroclinic torque to vorticity evolution is neg-
ligible. Under this assumption, the momentum con-
servation equation is

o 1
*“+a)Xu+V(—u2)
ot - = 2

+ in - (1 - &)g = -l-V-

pe p p
where @ is the vorticity vector and «? = u -u. Equa-
tion 10 does not allow baroclinic generation of vor-
ticity and results from neglecting the term (1/p — I/
p=)Vp which is clearly negligible far from the
reaction zone. The validity of this physical assump-
tion, based on simulation results, is discussed later.
Note that mass and energy conservation are not ap-
proximated, The equation for p was obtained by tak-
ing the divergence of equation 10. The divergence
constraint of equation 8, for the helium problem,
and its combustion analogue [5] were used in the
determination of 3(V - 1)/8t. Unless otherwise stated,
all simulated results refer to the first pressure solu-
tion method (i.e., no physical assumptions have been
made).

(10)

IS}

Helium Plume Results

The experiments involved pure helium exiting into
air from a 7.3 cm diameter circular pipe. Conditions
were varied by changing the helium exit velocity, U,,
such that the range of Froude numbers covered was
0.0016 = Fr = 0.63 (Fr = U2/Dg). The motion of
the plume was expected to be controlled by buoy-
ancy effects when Fr is small. Helium concentration
measurements were made using laser-induced Ray-
leigh light scattering techniques [8].

Numerical simulations were begun by instanta-
neously rupturing an imaginary membrane covering
the pipe opening. The helium exit velocity (top hat
profile) was ramped up to match the experimental
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F1G. 1. Strouhal number (St = fD/U,) of helium plume
pulsations versus the inverse Froude number (1/Fr = Dg/
U2). Simulation results are denoted by A. Also shown are
the experimental data of the current study (+) and the
power law fit of the experimental data of Hamins et al. {1]
(St o (1/Fr038 ).

velocity; there was no coflow. Results with a concen-
tration-dependent viscosity coefficient (p. 641 of
Williams [6]) were not appreciably different from
those with a constant coefficient. Results reported
here were obtained using a constant viscosity coef-
ficient. Boundary conditions were such that the do-
main was either entirely enclosed or open (except
for a floor). The method used for the open boundary
conditions followed that of Mahalingham et al. [91.
In results reported here, the pipe orifice was located
at floor level; raising the pipe orifice did not signifi-
cantly change the results. Results were tested for
grid independence by varying the spatial resolution.
Time averages were computed over a range of plume
pulsations (5 to 20) to ensure they were insensitive
to the averaging time interval. The calculations pre-
sented here were on a grid with 192 cells in the
radial direction and 768 cells in the axial, giving a
maximum spatial resolution of 0.6 mm. This was a
fairly expensive calculation with about 30 h of CPU
time on an IBM/RISC 6000 workstation correspond-
ing to 1 s of real time [48 X 10-% cpu s/cell - time
step)]. A more realistic, three-dimensional simula-
tion at the same temporal and spatial resolution
would require a prohibitively larger amount of CPU
time.

It is known experimentally [1,2] that the structure
of the buoyant plume (with and without combustion)
is governed by the periodic formation of toroidal vor-
tices near the plume base. This is seen as time-trace
oscillations in velocities, pressure, density, and so on
near the plume base. The entrainment of air and, in
the case of pool fires, flame length, combustion ef-
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ficiency, and flame radiance are all influenced by the
vortical structures and their frequency [1]. As a first
check on the accuracy of the hydrodynamics, the fre-
quency of the simulated plume pulsations (f) was
checked against experimental values. Figure 1 is a
plot of the Strouhal number, St = fD/U,, versus the
inverse of the Froude number. Results from the cur-
rent experiment and the correlation of Hamins et al.
[1] are in excellent agreement. The pulsation fre-
quencies of the simulated plume can be seen to be
in good agreement with the experiments over alarge
range of Froude numbers.

The baroclinic torque played a major role in the
formation and frequency of the toroidal vortices at
the base of the plume. This was clearly seen in the
numerical simulations by turning off the baroclinic
torque [i.e., using equation 10 in place of equation
6]. Without the baroclinic torque, the plume still os-
cillates due to gravitational effects, but with signifi-
cantly higher frequencies. Animations of the simu-
lation with and without the baroclinic torque (Fr =
0.32) can be viewed with a WWW browser in Mell
et al. [10].

The major physical approximation in the simula-
tion was that the plume evolves in an axisymmetric
manner. Fluid motion across the centerline is not
possible. This may increase the height at which the
helium is “pinched off” by the rising toroidal vortex
since air can cross the centerline only through mo-
lecular diffusion. Disagreement near the centerline
between simulated and experimental values of the
time-averaged mass fraction and axial velocity in-
creased with height. This is seen in the radial profiles
of the time-averaged helium mass fraction plotted in
Fig. 2 for heights of /D = 0.1, 1, 2.5 (Fr = 0.6).
(Time-resolved comparisons of the simulation and
experiment for Fr = 0.32 can be viewed with a
WWW browser in Mell et al. [10]). The agreement
between experiment and simulation clearlyimproves
with radial distance from the centerline. Enforcing
axial symmetry apparently resulted in significantly
less mixing and greater buoyant acceleration in a vol-
ume near the centerline (z/D < 0.2) for heights
greater than =/D =~ 1.

From the helium plume results presented above,
it can be concluded that the numerical model used
for the hydrodynamics captures much of the relevant
physics in the lower region of the buoyant plume
(where most of the combustion occurs) and is there-
fore suitable for use in a pool fire scenario.

Pool Fire Results

Expen'm(*nta] measurements of temperature in a
10-cm-diameter methanol pool fire were made.
These measurements were not corrected for radia-
tive heat loss from the thermocouple. This results in
temperature measurements that are too low by an
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amount that increases with temperature, equaling
approximately 50 K at 1500 K [11].

Simulations of the 10-cm-diameter methanol pool
fire used the mixture-fraction-based combustion
model presented above. The flame sheet was located
at Zy = 0.133 with a temperature of 1800 K which
corresponds to a radiative heat loss fraction of about
0.1; the pool temperature was 338 K (boiling tem-
perature of methanol); and the axial velocity of the
gaseous methanol at the pool surface was 1.1 cm/s
which was consistent with experimentally measured
mass burning rate. The Froude number was Fr =
0.0001; the Schmidt number was S¢ = 0.7. The dy-
namic viscosity was temperature dependent but as-
sumed to be independent of mixture composition.
The average molecular weight was assumed to be
constant (the effect of this was tested and found to
be negligible for this fuel). Boundary conditions suit-
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able for an enclosure were used which resulted in a
2% background pressure rise. Simulations on various
domain sizes were run to confirm that confinement
effects are not present. Time averages were com-
puted over a range of pool flickering cycles (5-20)
to ensure they were insensitive to the averaging time
interval. The calculations presented here were per-
formed on a grid with 192 cells in the radial direction
and 640 in the axial, giving a maximum spatial res-
olution of 0.78 mm. Roughly 60 h of CPU time on
a IBM/RISC 6000 workstation were required for 1
s of real time [80 X 10-% cpu s/{(cell- time step)].
Simulations made with a higher spatial resolution
(0.5 mm) produced nearly identical time averages.
Temperature time traces at the base of the plume
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oscillated periodically with frequencies of 5.6 Hz
and 7.0 Hz in the experiment and simulation, re-
spectively. Pagni [12] provides a compilation of a
number of studies; frequencies for 10-cm pool fires
of a variety of fuels range from about 4 Hz to 10 Hz.
Thus, the flicker frequency of the simulated plume
was within the measured range. Simulations with
and without the baroclinic torque were also com-
pared. The baroclinic torque had even more influ-
ence on the development of the toroidal vortices
than for the helium plume. Without the baroclinic
torque, the fire plume oscillated at higher frequen-
cies and the onset of oscillations was significantly de-
layed.

Time-averaged radial profiles of the temperature
from the experiment and simulation are shown on
Fig. 3. As in the case of the helium plume for heights
larger than z/D =~ 1, the simulated time averages
increasingly deviate from their experimental values
near the centerline (/D < 0.2). The possible causes
of this deviation are the assumption of axal sym-
metry and approximations inherent in the combus-
tion model. Based on the helium plume results, er-
rors due to the axial-symmetry approximation are not
expected below z/D = 1. Thus, the simplifications
implied by the mixture-fraction-based combustion
model are the probable cause of the disagreement
at /D = 0.1 in Fig. 3.

Figure 4 shows plots of the instantaneous tem-
perature field over one cycle in the temperature time
trace at the plume’s base. Time increases from Fig,
4a to 4d, with the plots separated in time by ap-
proximately 1/20 s. The flame sheet location T =
1800 K is shown as a red contour line. As is expected
for a pool fire of this size, the flow appears to be
laminar. In Fig. 4a, a vortex is forming at the base
of the plume and previously formed vortices are
present at /D ~ 1.1, 2.3. The spatial separation of
the vortices increases with time due to buoyant ac-
celeration. By noting the position of the flame sheet,
the process of flame flickering can be seen. Initially,
the flame tip rises due to both the vorticity-induced
flow field and buoyancy. The flame tip then accel-
erates upward due to buoyancy and has detached
from the lower flame in Fig. 4d. In an approximate
manner, this behavior was repeatable. From video
recordings, the flame tip “pinches off” at compara-
tively lower heights in the experimental pool fire.
This is consistent with the larger, time-averaged
temperatures in the simulation near the centerline
in Fig. 3.

Conclusions

A numerical simulation of a 10 cm methanol pool
fire was performed. The hydrodynamics were sim-
plified by assuming the motion to be axially
symmetric. The numerical approach used for the
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hydrodynamics was tested by simulating a number
of experimental helium plumes of similar size to the
fire plume. Both the instantaneous and time-aver-
aged behavior of the experimental helium plume was
well reproduced by the simulation for heights up to
z/D = 1. Above this height, three-dimensional ef-
fects not accounted for in the simulations were pres-
ent. Comparisons of numerical results with a 10-em-
diameter pool fire experiment indicate that the
instantaneous and time-averaged behavior of the
large-scale plume structure were reasonably well cal-
culated. As in the helium case, with increasing
height, the assumption of axial symmetry broke
down, causing prediction errors in a volume sur-
rounding the centerline (/D < 0.2). Tt is clear that
obtaining the full plume structure for z/D > 6(1)
requires a three-dimensional analysis. The compu-
tational cost of these axially symmetric simulations
is sufficiently large to prohibit three-dimensional cal-
culations with the same methodology (i.e., direct nu-
merical simulations). To this end, the current com-
bustion model is being incorporated into the thermal
element component of the large eddy simulation
method of Baum et al. [4] for three-dimensional sim-
ulations of large fires.
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COMMENTS

Ahmed F. Ghoniem, Massachusetts Institute of Technol-
ogy, USA. What was the value of the Reynolds number for
these simulations and did you compare the results for dif-
ferent Reynolds numbers?

Do you think that the Reynolds number could have an
effect on the delayed pinching in the axisymmetric model?

Author’s Reply. Since molecular values of the transport
coefficients were used the Reynolds number for the 10 cm
pool based on the buoyant velocity (U, = +/[gD]), pool
diameter (D), and ambient air viscosity is Re =~ 6000; if
the axial velocity at the pool surface is used Re ~ 70. The
corresponding Reynolds numbers for the helium plume are
Re = 3000 and for the different exit velocities Re = 3000,
2000, 900, 360, 170 (U, = 0.67, 0.48, 0.2, 0.08, 0.038 m/
s). Thus, only one Reynolds number was considered for the
pool fire.

Pinching in the simulated helium plume was delayed in
all Re cases; no significant Re effects existed. Comparison
of a video recording of the experimental helium plume
(case Re ~ U,D/v = 2000) to an animation of the axially
symumetric simulation clearly showed that, except at small
heights, the experimental plume is not axisymmetric (this
can be viewed with a web browser [10}). This is also seen
in plots of both the time averaged helium mass fraction
(Fig. 2; Re = 3000) and temperature (Fig. 3) and is the
most likely cause of the delayed pinching in the simula-
tions.

K. Kailasanath, Naval Research Laboratory, USA. For
the methanol fire simulations, could you comment on the
boundary conditions at the liquid interface? Was the fuel
evaporation unsteady and did you take into account effects
such as the radiation to the surface from the puffing fire?

Author’s Reply. Steady, uniform evaporation of methanol
across the pool surface was assumed. The boiling temper-
ature of methanol (338 K) defined the density. Zero radial
velocity and an axial velocity (1.1 em/s) consistent with ex-
perimentally measured mass burning flux (13 gm/m?s)
were used. These quantities define the axial gradient

of the perturbation pressure across the pool surface. Ra-
diative heat transfer was not part of the calculation. In-
stead, all locations in the flame were assumed to have lost
a fixed amount of chemical heat release due to radiation to
the surroundings. Heat transfer to the pool surface through
radiation (along with convection and conduction) causes
fuel boiling which is accounted for in the boundary con-
dition.

F. S. Marra, DETEC—University of Naples “Federico
I1,” Italy. You explained that a projection method was
adopted in deriving the equation for the pressure term ap-
pearing in the momentum balance equation. This in my
opinion implies that any disturbance (also numerical) is im-
mediately propagated in the whole computational domain.
This suggest that the boundary conditions, difficult to spec-
ify especially on the outlet section, can affect the whole
computation.

Did you find it necessary to use a special treatment of
the boundary conditions, mainly with respect to the influ-
ence on the natural characteristic frequency of the phe-
nomenon?

Author’s Reply. Due to the elliptic nature of the conser-
vation equations it is important that the boundary condi-
tions are accurately speciﬁed. Your statement is correct;
outlet boundary conditions are much more difficult to im-
plement than those for a wall. As mentioned in the text,
boundary conditions suitable for both an open {except for
a floor) and a completely enclosed domain were used for
the helium plume. The puffing frequency of the helium
plume was not found to depend on the type of boundary
condition used. In the pool fire simulation the domain was
completely enclosed. Attempts to use open boundary con-
ditions analogous to those in the helium plume simulation
were unsuccessful. This was due to the presence of a slowly
Tising vortex passing through the upper boundary (which
was not present in the helium plume case). The domain
size was varied to ensure that there were no confinement
effects on the behavior of the plume (including the flicker
frequency).




